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HelpoHHbIe CeTM Ha OCHOBE OnepaLum CBEPTKHU
Ana 3GPeKTMBHOro pacno3HaBaHUA PYKOMNMUCHbIX Undp

A.B. Kyxapes, l0.H. Maxnaes
YupexcdeHue obpazosaHus «Bumebckuli 2ocydapcmeeHHsbll yHusepcumem
umeHu N.M. Maweposa»

CeepmoyHble HelipoHHble cemu — mexHos02us 27ay6okux HelipoHHbIX cemeli, OCHOBAHHAA HA oOfepayuu Cceepmku u
npeodHa3Ha4yeHHas 017 3hPeKmMuUBHO20 Pacrio3HABAHUSA COMCHbIX U3006paxceHul.

Llenb pabomel — 8biA8UMb OMMUMAbHYKO CMPYKMYypPy HelipoHHOU cemu 015 3¢hgheKmuBHO20 PAcrno3HA8AHUSA PYKOMUCHbIX
yudp.

Mamepuan u memoodbsl. PaccMompeHo HeCKOMbKO cmpyKkmyp HelipoHHbIx cemell, NpedHa3Ha4YeHHbIX 047 Pacno3Ha8aHus
pyKonucHsix yugp u3 6asel 0aHHbIX MNIST ¢ pasmepom u3obpaxceHull 28 Ha 28 nukceneli: cemu, cocCmMoAuwjue MOosbKO U3
C8EPMOYHbIX C/10e8; cemu, cocmosawue mosibKO U3 MOIHOCBA3HbIX C/0e8; cemu, eKa4Yaroujue oba suda cnoes. ObyyeHue
cemeli ocywecmesnsnocs no an20pummy 06pamHo2o pacnpocmpaHeHuUa oWUbKU ¢ MUHU-MAKeMHbIM 2pa0UeHMHbIM CryCKOM.

Pe3ynemamel u ux obcyxdeHue. Haunyqywuli pesynsmam 8 3adaye pacrio3Ha8aHUA PYKOMUCHbIX Uugpp nokasana
HelipoHHas cems, cocmoAwWaA U3 08YX CBEPMOYHbIX C/0€8, 08YX Cr0e8 NpedsbibOpKU U mpex MosHOC8A3HbIX croes. Ee
moYHOCMb pPacrno3HasaHUs cocmasuna bosnee 99,5%. OnpedeneHa 3a8UCUMOCMb MOYHOCMU PACIO3HABAHUA U 8pemeHu
0byyeHuUAa makoli cemu om Koau4ecmaa Kapm fpu3HaKo8 c8epMOYHbIX C/10€8 U pa3mepa A0pa C8epmKuU.

3aKknoyeHue. CeepmoyHble HelUpPOHHbIE cemu O0eMOHCMPUpyrom Xopowue pesyasmamsl 8 3a0a4yax pPacro3HA8AHUA
PYKOMUCHbIX yugp. OwubKa pacno3HA8aHUs PYKOMUCHbIX YU@PP C NOMOWbIO NpednoHeHHbIX 8 Cmamee c8epmoYHbix cemeli
cocmasnsem okoso 0,5%, umo e 2—3 pasa meHbuwie, Yem 0118 KAACCUYEeCKUX MosHOCB8A3HbIX cemell.

Kntouesble cnosa: ceepmoyHasa HelipOHHAA cemb, N0AHOCBA3HAA HeUPOHHAA cemb, ONepayusa C8ePMKU, KAPMA NPU3HAKOS8,
pacnosHasaHue pyKonucHbIx yugp, 6a3a pykonucHsix yugp MNIST.

Neural Networks Based on a Convolution Operation
for Efficient Recognition of Handwritten Digits

A.V. Kukharev, U.N. Mahlaev
Educational Establishment «Vitebsk State P.M. Masherov University»

Convolutional neural network is a technology of deep neural networks, based on a convolution operation, and designed for
effective recognition of complex images.

The purpose of the research is to determine an optimal structure of neural networks for effective handwritten digits
recognition.

Material and methods. We considered several structures of neural networks for recognition handwritten digits from MNIST
database with image size of 28 by 28 pixels, namely networks consisting only of convolution layers, networks consisting only
fully connected layers, and networks including both types of layers. We used the back-propagation algorithm with the mini-
batch
gradient descent to train the networks.

Findings and their discussion. The best result to recognize handwritten digits was shown by a neural network including two
convolution layers, two subsampling layers and three fully-connected layers. Its recognition accuracy was more than 99,5%. The
dependence of the recognition accuracy and training time of such network on the number of features maps in convolutional
layers and the size of the convolution kernel has been determinated.

Conclusion. Convolution neural networks have showed good results in the handwriting digits recognition task. The error
of recognition the handwritten digits by convolution networks proposed in the article is about 0,5%, that is in 2—3 times less than
in case of classical fully-connected networks.
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